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Executive Summary

Sitting at the intersection of criminalization and capitalism, the use of emerging surveillance technology has become increasingly popular among police departments in the United States over the last few decades. While public knowledge is still catching up to the full extent of the tools that police use, we are quickly understanding more about this technology each day. Adopted for use as police “reforms,” sophisticated electronics and tech capabilities do not address the unchecked power and ballooning budgets of local police departments. Instead, they open the door for law enforcement to monitor communities while private companies profit from sales and contracts. As the movement to defund the police becomes impossible to ignore, replacing police officers with police cameras is called progress.

The fact that law enforcement has rapidly expanded the use of technologies, including facial recognition software, Stingray devices (transmitters which scan and collect data from cell phones), social media monitors, and other surveillance tools without much transparency or oversight is also greatly troubling. This development has major implications for the violation of civil liberties—especially for Black and Brown folks. Especially if police adoption of technology follows broader trends in data science, police will continue to utilize machine learning and artificial intelligence. Neither of which are well regulated to protect the privacy, safety and health of every day people.

The rise of “big data”—huge amounts of data gathered into systems that can store, combine, and analyze them—and new systems of surveillance have assisted in expanding the arm of police and policing throughout the United States. While our research finds disproportionate impacts on targeted communities and points to ways that public accountability and ownership can end profiteering, the only way to end these practices for good is by dismantling the system of policing and building one that is truly just and that shifts our paradigm from one of punishment to one of care.

The irony of the concept of so-called “proactive policing”, which is purported to predict crime and stop it, is that it instead makes decisions about criminality for us—monitoring who is allowed to be in which neighborhoods and why as well as monitoring affiliations and social media, and predicting outcomes for people’s futures. This irony dehumanizes those being surveilled and does not solve for the root causes of crime, while also lining the pockets of technology’s creators and sellers—similar to the ways in which the prison industrial complex has operated.

Living in a “surveillance state,” however, is not a foregone conclusion. Organizers across the country are pushing back against intrusive and problematic surveillance technologies by providing program models and model legislation to disrupt 21st Century Policing and ensure awareness and meaningful interventions. This report presents an overview of ongoing trends in police surveillance and the funding streams that have made and continue to make these trends possible. It also highlights ongoing advocacy efforts and provides recommendations for pushing back against the use of such technology by law enforcement.

Our five key recommendations are:

1. Defund the police and invest in community safety
2. End police surveillance data collection and sharing practices
3. End all federal funding for police surveillance technology
4. End all private funding of police departments
5. Incentivize public accountability and control of public safety

Technology is now integral to our everyday lives, but it does not have to be harmful. No matter how it’s framed, surveillance technology is a threat to the safety and security of all people, but especially to communities of color. All forms of capitalism must go, including the surveillance capitalism that feeds racial capitalism.
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Over the past year, the world has been overtaken by the COVID-19 pandemic. Yet as shutdowns were enacted across America, police violence against Black people continued. Still, COVID-19 could not stop the fight for racial injustice sparked by the murders of George Floyd and Breonna Taylor; people wore their masks into the street to participate in mass protests. However, rather than address police brutality, governments in the United States and across the globe have chosen to pursue new investments in and development of surveillance technology—all under the guise of public safety and health.

Long before COVID-19, the rise of “big data” in the 21st century fueled the militarization of police in the US. From facial recognition software to night vision equipment, American police departments have increased their use of surveillance technologies over the last 40 years. Through algorithmic-based policing practices such as focused deterrence and predictive policing, law enforcement continues to gain access to technologies that enhance its capacity to surveil residents. Emerging surveillance technology has not only spread the reach and scope of policing; it has also expanded this reach within communities of color. Furthermore, as witnessed by the white supremacist insurrection at the U.S. Capitol in early January of 2021 and the federal government’s inept response, white people are less likely to be targeted and harassed by police.

Further troubling is the fact that surveillance technologies, including Stingray devices (used to capture large swaths of data from cell phones) and other tools used to surveil social media, have proliferated across the country without much transparency or oversight, a reality that carries significant implications for civil liberties. In fact, police have been equipped with the resources necessary to conduct social network analysis (SNA), a method used to track and analyze social relationships within geographic systems. They maintain a large degree of discretionary control over these findings, including how they are used.

Though the rise in surveillance technology is a direct response to demands for reforming or abolishing more physical, hands-on forms of policing—as explored in Section 1—it has not delivered on the promise of making policing fairer or more effective. In fact, it has instead served to exacerbate the negative impact on communities who already suffer disproportionately at the hands of law enforcement.

Police surveillance—which negatively impacts Black, Brown, and other marginalized communities and groups—both has the ability to exacerbate violations of civil liberties and to define how these communities view the US government and its role in civil society. Recent research reveals that any contact with the criminal justice system can cause individuals to avoid engagement with parts of the social welfare system that document or surveil for other purposes, such as medical, financial, employment, and educational assistance. Further research has shown a growing connection between the welfare and criminal justice systems, as the administration of welfare benefits becomes increasingly digitized. For example, between 1997 and 2006, more than 10,000 food stamp recipients with outstanding warrants were lured into food stamp offices under false pretenses and arrested as part of “Operation Talon,” in which various law enforcement agencies coordinated with benefits administrators in a sting operation.

Various advocacy organizations are working through the lens of racial justice and privacy protections to expose and push back against any and all types of surveillance technology. As surveillance tools continue to emerge, however, privacy protections have become more complicated and the need to constantly track and challenge these tools increases.
Section 1.
The Rise and Reach of Technology

Background: Tech’s Rise

Technology is not inherently bad. As with all tools and systems, policy and political choices determine who benefits from technology and who is left behind—or harmed. The rise and reach of technology have enhanced society in many ways, but technology has also been used (intentionally, though framed as coincidentally) to hurt Black and Brown people.

After a decade-long string of high-profile police killings and sustained social movements against police violence—including the Movement for Black Lives (M4BL)—police accountability has become central to the already growing demand for criminal justice reform. In December 2014, then-President Barack Obama initiated the President’s Task Force on 21st Century Policing, which outlined six areas of improvement (Building Trust and Legitimacy; Policy and Oversight; Technology and Social Media; Community Policing and Crime Reduction; Training and Education; and Officer Safety and Wellness), all with the implied goal of curbing violent policing and potentially improving law enforcement’s presence in communities of color. Many of these reforms, specifically around data science, data collection, and visual surveillance tech (e.g., body cameras), promised the public the ability to hold police accountable, identify “bad apple” police officers, prevent racial profiling, and end the hyper-policing of communities. These reforms were intended to create a smarter, more accountable and racially just form of policing in response to the era of broken windows and stop-and-frisk style policing, which often targeted and victimized communities of color.

What this task force could not address, however, was the inherently violent, racist, and classist nature and history of law enforcement. Instead, this practice in criminal justice reform paved the way for cities to become surveillance states.

Reform Is Hijacked by the Private Sector’s Profit Motive

As police brutality remained (and remains) a constant, the violent legacy of racialized capitalism was upheld and entrenched, and “reform” efforts became a lucrative opportunity—for the tech sector to make a profit and for the finance industry to further extract wealth from over-policed communities whose residents remained starved of public resources.

In this way, reform efforts ultimately advanced the false idea borne from neoliberalism that the private sector is more effective at systems change than public, government-backed avenues. More often than not, so-called reform is less about solving for systemic inequality, and more about solving problems in ways that allegedly help everyone “win.” This method of faux inclusion does not, and cannot, lead to transformative change. At all times, we must ask: “Who is paying, and who is profiting?”

Moreover, reform initiatives led by finance and other private sectors deflect from the democratic demands of community organizations and advocates. They overshadow radical demands for police and prison abolition such as divestment from policing, the establishment of publicly controlled and democratically elected police accountability boards, and bans on surveillance technology that violate civil rights and liberties. These kinds of demands are increasing in volume and bypassing reformist demands, such as racial bias and de-escalation training.
A shift in the mid-to-late 2000s, when criminal justice reform increasingly became a bipartisan issue as states adopted reform legislation through the Justice Reinvestment Initiative (JRI), made way for surveillance technology to command influence in the reform debate.16 Conservatives were intrigued by the possibility of profit, and many organizations on the right that had historically supported the growth of mass incarceration (directly or indirectly) changed their positions given the onset of progressive activism aimed at the criminal justice system.

Some of the reforms to improve the criminal justice system that resulted from bipartisan efforts have served to improve individual outcomes, but they have not achieved the systems change needed to be truly effective. These efforts have often focused on easier, incremental changes (e.g., support for reentry or decreased punishment for low-level, nonviolent crimes) and are driven by an interest in reducing the financial costs of mass incarceration. They rarely address the ineffectiveness and inhumanity that undergirds the American system of punishment as a whole.

While many examples of bipartisan reform were being devised and implemented—including the passage of the First Step Act in 2018,17 a relatively symbolic law that impacted few people and is unlikely to create lasting change—community demands and advocacy for police accountability remained largely ignored. Rather than confronting violent police behavior or addressing the systemic roots of poverty and violence, surveillance tools are reinforcing these problems. In response, communities of color are predominant among those rallying against the use of technology that further criminalizes them, especially against technologies that are created with inherent biases. Examples of these kinds of biased technologies include predictive policing and risk assessment tools, which imply that crime or criminal pathology of a person can be pre-determined based on the environment a person lives in or aspects of their race and/or class standing. The data used by these tools is also based on historically racist information that already exists in the legal system, and is further used to create new algorithms to predict an individual’s “risk” to society. Other problematic technologies include facial recognition technology, which is far from perfect and continues to misidentify Black people and people of color, and surveillance cameras and gunshot detection technology that can also record conversations, which have made their way into public housing.18 Additionally, counterterrorism efforts, which were ramped up during the global “war on terror”, have been used to justify increased surveillance of both Muslim Americans and protesters exercising their First Amendment rights.19

While the 21st Century Policing effort started by the Obama Administration acknowledges that people of certain demographics are more policed and criminalized than others, the proposed solutions to racial bias in policing that rely on automation and technology have only perpetuated these disparities. For example, current policy recommendations for reforms to reduce police violence and racial bias involve adopting technologies such as body cameras, big data policing, data transparency policies, or electronic monitoring systems to track police behavior and practices.20 Such reforms enrich law enforcement technology companies, but do little to reduce the funding and power of policing or meaningfully reduce the effects of police violence.21 Claims of efficiency and progress tied to surveillance technology unfortunately still come at the cost of continued or increased racial profiling and over-policing of historically marginalized communities.

While use of surveillance technology that disproportionately harms people of color increases, companies that benefit financially from these technologies continue to impede regulation and transparency efforts. Technology is moving faster than legislation can regulate, blurring lines around privacy rights and what is considered invasive or outright unethical. In fact, the finance and technology industries work to prevent legislation which would hold emerging technologies accountable to privacy rights and civil liberties, ultimately creating the appearance of a government that is inefficient and unable to keep up with technology.22

Bolstered by lax enforcement, this technology exacerbates the privatization of police. Already, cities are heavily reliant on contracts with tech companies, and every day residents opt into purchasing surveillance technology that empowers them to criminalize their neighbors (e.g., Ring doorbell cameras and Nextdoor neighborhood apps). As surveillance technology rises in popularity and accessibility, it strengthens the relationship between tech, finance,
and policing to create a safety net of support for
the super-rich and executive classes. This is racial
capitalism shape shifting, as it pretends to respond to
the moment while actually using it as an opportunity to
enrich the already wealthy and minimize the rights of
people of color.

The Growth of Law Enforcement Technology
and the Role of Public Money

Racial unrest and injustice are profitable. Black and
Brown people pay the highest cost, but as public
money is increasingly directed toward private interests
and profit, we all pay. As social unrest continues,
the financial interest in surveillance technology
companies also increases.23 On June 4, 2020, in the
midst of the Black Lives Matter uprising across the
United States, the official Nasdaq website informed
investors that “law enforcement stocks are suddenly
attracting attention, as new police reform policies and
improvements to police procedures could accelerate
an adoption of law enforcement technology.”24
The two companies referenced were Axon, known
for developing body cameras and T ASER “smart
weapons”, and ShotSpotter, a company known for
gunshot detection technology. These companies
are among those poised to make a profit from police
responses to unrest; the law enforcement and police
modernization market is projected to reach $59.9
billion by 2025.25

For profit companies, including Oracle, Microsoft,
Axon, ShotSpotter, IBM, Tyler Technologies, and
Fulcrum Biometrics, have contributed to police,
surveillance, and incarceration infrastructure that
receive public funds from a variety of government
programs, including the Community Oriented Policing
Services (COPS) program, the Department of Justice
Assets Forfeiture Funds, and Housing and Urban
Development (HUD) Safety and Security grants.26 In
fact, government contracts—funded by taxpayers’
dollars—are a major source of revenue for law
enforcement technology companies.27

In general, firms whose revenue strategies focus on
government contracts have a positive relationship
to finance investment in the form of venture capital,
private equity, Silicon Valley incubators, or stock
market valuation.28 For example, Axon (formerly called
T ASER International) saw its stock price increase after
the uprisings in response to the murders of Michael
Brown in 2015 and George Floyd in 2020.29 As one of
the leading law enforcement technology firms, Axon
promotes its products as having the ability to reduce
use of force by police, going as far as to claim it has
“averted over 200,000 potential deaths by police
deadly force.”30 Law enforcement technology firms
have been adept at marketing their tools as being able
to reduce crime through prevention (through the use
of predictive policing), allow for accountability and
deterrence in cases of racist police violence (through
the use of body cameras), and decrease the number
of people incarcerated (through bail algorithms).

University of Illinois scholar Brian Jefferson explains
that though the trend may seem new, computer and
digital technology companies, financial firms, and
government law enforcement agencies have worked
一起 since the 1960s to build out the modern police,
surveillance, and incarceration technology industry,
as seen with the advent of the Law Enforcement
Assistance Administration (LEAA).31 The LEAA was a
part of a package of federal policing reforms passed in
response to the civil unrest of the late 1960s that called
out police violence against Black people.32 One of the
aims of the reforms was the professionalization of the
police, touted as a path toward police accountability and
better community/police relations with the communities
in which they work.33

Achieving so-called professionalization—and thus
police accountability to the communities they
serve—was to occur through the computerization of
local police data, which led to the LEAA distributing
$247 million in grants to local governments from
the 1970s through the early 1980s to ensure data
standardization.34 In addition, Congress appropriated
another $500 million in 1970 for the expansion of
police technology and equipment, which helped
create the marketplace for information technology
companies in the law enforcement, surveillance,
and incarceration industry.35 The LEAA was thus
instrumental in standardizing data and information
protocols for these technologies, and it operated
the same way as other government agencies (e.g.,
Department of Defense, Department of Homeland
Security) in its relationships to private industry, particularly the technology industry. Government agencies like the LEAA created the private and public marketplace for the law enforcement, surveillance, and incarceration industry overall, while also creating the regulatory and administrative framework for how the financial sector would interact with the public sector side of these industries.

Various government agencies have pushed the technological ambition of policing, surveillance, and incarceration technology. Since 9/11, the Department of Homeland Security (DHS) has set the terms of the law enforcement technology marketplace. Multiple government grant systems, including from the Department of Homeland Security and the Department of Justice, funded the private sector creation of data center companies, digital camera tracking companies, and license plate reader technology. Another Department of Homeland Security program is the DHS Science and Technology Directorate Silicon Valley Innovation Program, which has awarded $3 million to small tech companies since 2015. The program exists to facilitate the transition of police, surveillance, and incarceration technologies from the stage of incubation into the marketplace. Still, it is important not to oversell the value of this DHS venture capital inspired program, which as of last year was under threat of folding. It is also important to observe the quixotic adventures of government venture capital finance, which ensure a marketplace for other private sector actors. This is demonstrated by the public safety venture capital firm Responder Ventures, which bills itself as the go-to firm for investing in other private firms to make money selling its technology services, primarily to police. Responder Ventures has also teamed up with Amazon Web Services to provide experiment labs that connect entrepreneurs to public safety agencies and public safety technology firms to develop best practices for marketing and selling surveillance technology.

The behaviors of the surveillance technology and finance industries overlap in many ways, including in the ability to amass wealth, power, and size. Both are also predatory towards communities of color and historically marginalized communities, and when it comes to surveillance, these two industries essentially work in tandem. Many surveillance technology companies are funded by private equity and hedge funds, or get their valuation through being traded on Wall Street. In many instances, this dynamic allows tech companies to take on public sector bids and contracts even when they are not profitable due to lack of funding by the finance industry.

The financial opportunities tied to surveillance technology advancement have led to the proliferation of data buying and selling, a phenomenon referred to as “surveillance capitalism,” which we further explore in the next section.
Section 2.
How Technology is Used to Police Communities

From police militarization and the disproportionate surveillance of Black and Brown communities to deep relationships between the public and private sectors, the rise and reach of 21st century technology has had deeply insidious consequences. Here, we define surveillance capitalism and examine core examples of it to bolster our case for the recommendations we provide in Section 5.

Defining Surveillance Capitalism

The concept of surveillance capitalism was popularized by social psychologist Shoshana Zuboff, and explains the ways in which private human experiences (e.g., conversations, buying habits, travel habits) are collected, computed, and then sold off to private businesses as behavior prediction technology. As it stands, surveillance technology is ubiquitous. From Facebook, which was previously exploited by companies like Clearview AI to scrape images for facial recognition and social media more generally, to agencies like Immigration and Customs Enforcement (ICE) that utilize it to track down immigrants for arrest and deportation, surveillance technology is becoming increasingly pervasive. The potential for wealth-building from surveillance capitalism has meant it is in the best financial interests of tech companies and law enforcement agencies to have the general population oblivious to the potentially insidious uses of buying, selling, and sharing individuals’ data. As writer and activist Cory Doctorow said when referring to the symbiotic relationship and data exchange between big tech and law enforcement, “there is no mass state surveillance without mass commercial surveillance.”

Every time someone uses certain technologies (such as web browsers, phone apps, and the like) they create data. Data brokers collect this data and sell it to companies using it for advertisement purposes. Often, these companies then sell that information to law enforcement agencies, who can use it for movement tracking or behavior prediction. For example, ICE uses this information to track immigrants for detention and eventual deportation. Other database broker companies offer local law enforcement and private investigators access to collect individuals’ addresses, phone numbers, e-mail addresses, social media accounts, family members, neighbors, credit reports, property records, criminal records, and more.

Surveillance capitalism has also flourished due to the growth of underground economies (e.g., sex work, the drug trade, and under-the-table work), in which more and more communities of color are pushed to work—as a result of long-term public disinvestment and poverty—and which are heavily surveilled and criminalized. This makes Black and Brown people more vulnerable to contact with law enforcement, through methods such as stop-and-frisk, or to immigration enforcement through workplace raids. Attempts to crack down on underground economy activity have included police intervention in small business affairs, on construction building sites, in restaurants, in contracted work (such as families hiring domestic workers like cleaners and nannies), on Indigenous reservations, and more.

Surveillance, poverty, debt, and incarceration are all inextricably linked, and scholars have argued that policing and incarceration inevitably serve the function of social control and maintenance of broader racial and class orders. Google, Facebook, and Amazon are some of the well-known corporations making headlines for their growing influence on law enforcement and on surveillance more broadly. For example, as the US funnels more money into ICE specifically, the agency has solicited the help of Silicon Valley and entered into explicit contracts with companies like Amazon and Palantir to collect, store, and manage the data it uses to arrest, detain, and deport immigrants.

Overall, data collection and surveillance technology are, in one way or another, supporting and reinforcing capitalist structures of race, class, and criminalization because they are often used as justification for more
policing rather than evidence to support fully funding public services that reduce poverty and violence.

The Targeted Surveillance of Marginalized Communities

Though often touted as a way to resolve issues of human bias in law enforcement, surveillance technology has historically been used to disproportionately target, monitor, and ultimately criminalize communities of color.

Surveillance that disproportionately impacts people of color in the US can take different forms depending on who is targeted, though many of these forms overlap. As outlined above, surveillance technology is racist by design, and it serves and preserves racial capitalism, racial injustice, and racial inequality.

Immigrants, especially those who are Latinx, are often targeted by surveillance that ties back to ICE. This includes gang policing, which adds individuals to a database to be shared with federal law enforcement agencies and is in turn used to conduct gang raids for the purpose of detention and deportation of undocumented people. Muslim, Arab, and South Asian (MASA) communities are often targeted by counterterrorism surveillance efforts, which were especially heightened after the 9/11 attacks. In 2014, President Obama introduced a new surveillance program that shifted from surveillance efforts solely being carried out by law enforcement to Countering Violent Extremism (CVE) programs that recruited community members (like mental health professionals, religious leaders, and school administrators) to partner with law enforcement and share information about people who might be prone to terrorist radicalization.

Black Americans are often targeted by surveillance in the form of gang policing and the gang databases it fuels, as well as through the FBI’s “Black Identity Extremist” designation. With more protests against police brutality and social movements focused on Black liberation, leaked documents have shown that the federal government has increased its focus on Black activists as potential sources of radical, and therefore dangerous, behavior. Much as CVE programs are used to surveil MASA communities, the “Black Identity Extremist” designation is used to surveil and potentially detain Black individuals engaged in First Amendment-related activity.

Black communities and other communities of color are often subject to precision and predictive policing tactics that surveil neighborhoods to collect crime data and predict future criminal activity, often leading to racial disparities in who is being watched and who is being criminalized. This “dirty data” then becomes the basis of algorithms used to make policing decisions, further perpetuating the racial disparities in law enforcement. In New York City, for example, police have been working in conjunction with the local housing authority in furtherance of gang conspiracy cases to electronically monitor public spaces in an effort to link people together. This monitoring is not only meant to identify illegal behavior, but also to establish social relationship networks so officers can make claims about people’s gang affiliations. To further establish these connections, the New York City Police Department (NYPD) also engages in social media surveillance, browsing public posts or creating fake social media accounts to become associated with individuals in whom they are interested.

Police Militarization and the Revolving Door

Surveillance technology fuels and is fueled by the militarization of policing, which has been demonstrated through both police behavior, such as law enforcement’s treatment of Black Lives Matter protestors, and the equipment police departments have acquired, including weapons of war. The 1033 Program was authorized in the 1997 defense budget, and facilitates the transfer of surplus military equipment to domestic law enforcement agencies around the US, including the large armored vehicles that, over the past decade, have most often been seen threatening protesters.

More recently, police technology has also become more militarized through the acquisition and development of intelligence software and information technology. This includes everything from large-scale aerial surveillance tools such as drones or planes, cell phone tracking capabilities, and facial recognition software, to departmental database management
tools that can handle vast amounts of raw data input, analyze this data, and produce critical insights about individuals so officers can make decisions in situations that may otherwise be time-consuming if done manually. Much of this technological equipment is transferred through the federal procurement process, just as physical military equipment is transferred. A major concern about this federal procurement process is that it is often facilitated under the justification of combatting terrorism, and therefore often sheltered from local oversight and input. This means that local police departments are able to adopt highly developed surveillance technology tools with no official record of attempting to explore their efficacy or the potential civil rights violations they bring.

Likewise, companies that once specialized in military intelligence operations, such as Palantir, have shifted to creating surveillance technology for domestic use in the US. Palantir was founded in 2004 and was initially partnered with the Central Intelligence Agency (CIA) and information-gathering units of the US military, but has since expanded its partnerships to include domestic law enforcement agencies. Palantir technology provides law enforcement with the ability to collect large amounts of data from incident reports, officer field interviews, automated license plate readers, and other surveillance tools around a city and compile it into organized files. These militarized surveillance responses are often justified as counter-terrorism efforts, but that justification is nothing more than a loophole to allow law enforcement to use this technology beyond monitoring potential violent extremism. For example, in the case of gang policing and precision policing, officers will collect information on individuals (e.g., license plate numbers and vehicle descriptions, tattoos, physical characteristics, etc.) and use technology to organize and store this information for future policing of those individuals. Palantir has become ubiquitous in the US through its partnerships with all levels of law enforcement, from the CIA to ICE to state and local-level police departments. Despite its growth in popularity, little is known about the full reach (and profits) of Palantir’s surveillance systems, in particular what kinds of information its tools collect and share and its potential civil rights violations.

Another tool often associated with US military operations abroad is the drone. Some experts argue that the availability and use of drones, or small unmanned aircraft systems (sUAS), have been largely overlooked when discussing surveillance transparency and oversight within the US. Researchers from Bard College have found that, as of May 2018, at least 910 state and local law enforcement agencies had purchased drones (see image below).

Map of Public Safety Agencies with Drones by State

As overhead surveillance develops, marginalized communities, communities of color, and often over-policed neighborhoods are likely to be targeted. For example, drone surveillance testing by the Boston Police Department in 2017 focused mainly on a predominantly Black and low-income neighborhood in Jamaica Plain, and drone usage in Baltimore, currently making a comeback, has often disproportionately targeted communities of color. Because of the reintroduction of Baltimore’s Aerial Investigation Research (AIR) program and the controversy surrounding it, the NYU School of Law Policing Project has taken on the task of performing an independent audit of the program to assess its implications for privacy, racial justice, First Amendment rights, and other ethical concerns, results pending.

The 2014 uprisings following the murder of Michael Brown by police in Ferguson, Missouri, emphasized the extent to which domestic law enforcement agencies had transformed into military-style operations. Though the purchase of military weapons, vehicles, and SWAT gear has since become more visible, the acquisition of domestic intelligence tools for the purpose of surveillance remains opaque. Despite US military officials pointing out the ethical concerns around using military-style intelligence against American people, domestic law enforcement agencies continue to engage in these tactics. Telephone call data picked up by the National Security Agency (NSA) is meant to track international communications, but the NSA has been known to collect data from purely domestic calls as well. Additionally, international military agencies have been caught engaging in domestic intelligence operations to spy on protesters engaged in activities protected by the First Amendment and sharing this information with the FBI as well as with state and local law enforcement data fusion centers. It is important to note that exposing these types of technologies is difficult, and often squashed on the basis of “state secrets” privileges that allow the federal and state governments to withhold information about intelligence operations. The secretive and unregulated nature of police militarization when it comes to technological equipment, heightened by increasing tensions between civilians and police brutality protesters and law enforcement, can ultimately erode community trust and safety, as well as impede reform efforts—especially if the lack of transparency and oversight of these military equipment acquisitions continues.

As mentioned earlier, the 1033 Program is one way that the federal government provides support and physical equipment to local police departments that want military-grade tools. Every year the federal government also makes billions of dollars available through its numerous agencies to local police departments for the broad purposes of public safety. The US Department of Justice (DOJ) and the Department of Homeland Security are the main suppliers of funds related to enhancing and strengthening all levels of law enforcement, but the US Department of Agriculture, the Department of Health and Human Services, and the Department of Energy have also provided grant funding to local law enforcement agencies.

The Revolving Door of Surveillance Tech

While federal agencies have shown willingness to make billions of dollars available for policing and surveillance, tech companies have worked to establish strong relationships with the federal government. A report from Mijente, “Who’s Behind ICE: Tech and Data Companies Fueling Deportations,” details how in 2010, the Federal Chief Information Officer (CIO) of DHS, Vivek Kundra, instituted a “Cloud First” policy that “encouraged the private contracting of $20 billion in cloud services across the federal government and projected DHS as the largest potential client.” This has created the opportunity for a “revolving door” effect between cloud service providers and the federal government. Specifically, tech lobbyists have made significant campaign contributions to Congresspeople, former and future tech lobbyists have taken executive level positions in government agencies, and former government officials have gone on to take jobs at major tech companies. More specific examples include:

• The first Federal CIO and author of the Cloud First policy, Vivek Kundra, left the office in 2011 to take a job at Salesforce;
• The second Federal CIO, Steven Roekel, worked at Microsoft from 1994 to 2009;
• The third Federal CIO, Tony Scott, was CIO of Microsoft from 2008 to 2013 and CIO of cloud provider VMware from 2013 until his 2015 federal appointment; and
Most recently, the Biden administration appointed former employees of Facebook and Amazon to its transition team. These “revolving doors” provide direct lines between federal government agencies and technology companies, which could make it possible to solidify common priorities between the federal government and the tech industry, and allow for them to inform each other of needs and trends within their institutions and create more opportunities for profit.

Similarly, the DHS Science & Technology (S&T) Directorate—DHS’ research and development arm—works to promote research, development, and investment needs and priorities, and to build relationships with contractors to support the creation and acquisition of technology to help DHS carry out its law and order priorities. The investments that the S&T Directorate have established for Fiscal Years 2018-2021 include the following technical categories:

- Sensors, Detection Devices, and Screening Systems
- Data Exploitation, Pattern Recognition, and Analysis
- Communication Systems and Networks
- Information Sharing and Display Environments
- Cyber and IT Monitoring, Vetting, and Security Assurance
- Robotics and Autonomous Systems
- Modeling and Simulation
- Biometrics Collection and Utilization

To bring some of these investments to life, the S&T Directorate offers grants and development tools to move the process along more rapidly so DHS can create or acquire technology.

As federal agencies have worked to make it easier for tech companies to get their technology in the door and used on the ground by law enforcement, tech companies have also worked to facilitate this. For example, ShotSpotter has staff dedicated to helping local police departments identify grants and acquire funding to purchase ShotSpotter equipment and support. ShotSpotter has managed to make itself an approved acquisition under the US Department of Justice, the US Department of Housing and Urban Development, and the Department of Homeland Security. There are also a number of resources available, such as PoliceGrantsHelp.com, that provide avenues for local police departments to identify state, federal, philanthropic, and corporate grants and sponsorships for technology.

### Beyond Facial Recognition: Biometric Technology

Facial recognition is not the only nor the gravest concern when it comes to biometric technology. Other types of biometric technology—such as those that collect DNA and fingerprints or those that utilize gait recognition or recognition of other body parts—are increasingly used by law enforcement. Unlike clothing choices, hairstyle, or facial hair, a person’s biometric traits are permanent and immutable, so once their biometric data is in the system, a person can face over-policing and continued surveillance for the rest of their lives. DNA and other biometric data are sometimes collected or provided for seemingly innocuous reasons, such as ancestry tests, but once in the hands of private companies they can be used to obtain other information about a person. For example, in addition to being used to identify a person and their line of heritage, DNA can also help predict what a person looks like through genetic phenotyping. Genealogy technology companies have created programs that attempt to render what a person’s face may look like based on DNA analysis to aid law enforcement investigations; however, the results are often average and not always helpful or detailed enough on their own. Nonetheless, law enforcement has taken advantage of genealogy technology to construct possible faces of individuals and examine DNA from ancestry databases and...
genome research databases for connections to DNA collected in their investigations, referred to as forensic genealogy. This method’s increasing popularity among law enforcement, especially after investigators used forensic genealogy to identify the Golden State Killer in 2018, poses potential privacy risks for individuals who voluntarily participate in genetic testing for ancestry or health screening purposes. (This genetic data can also be used to make predictions about types of behavior or the probability of physical or mental illnesses and how to treat them, among other applications).

While this scientific advancement has benefits for wellbeing, it can potentially come at the cost of assumptions about behavior and criminality that can be used to discriminate against certain populations. Beyond DNA, experts are also concerned about emerging tools, such as gait recognition technology that analyzes the shape of ears or other body parts and stores this information in a personally identifiable profile, aggression-detection based on facial expressions or voice recognition, and thermal imaging to monitor body temperature—an especially concerning tool in the age of COVID-19 surveillance.

**Big Data and Data Fusion Centers**

As surveillance technology becomes more commonplace in domestic law enforcement, it is important to remember that its use does not exist in a vacuum. Rather, American law enforcement agencies belong to and uphold a vast network of surveillance tools, data, and information sharing from the local to the national level. Though evidence shows the existence of some level of data sharing before 9/11, it was this moment in American history that catalyzed the massive expansion of the practice, as the federal government investigated why American intelligence agencies had no knowledge of the planned attacks and were unable to prevent them.

To facilitate more efficient inter-agency information sharing, state governments and the federal government invested heavily into building the infrastructure for what we now call data fusion centers. Data fusion centers rely on accumulating large amounts of data from various sources (e.g., surveillance cameras, telecommunications data, facial recognition, gang databases, etc.) and then organizing and coordinating the sharing of this information among state, local, and federal police, as well as with intelligence agencies and in some cases private companies. The proliferation of data fusion centers post 9/11 was originally justified as a necessary counterterrorism effort; however, the mission creep—the expanded use of a program beyond its original intended purposes—of data fusion centers has resulted in their use for other purposes, like basic policing and spying on social movements. As of 2017, there are currently 79 data fusion centers operating around the US.

The role of data fusion centers as tools for law enforcement has continued to expand throughout different communities across the country. As the number of these centers has grown, leaked documents have shown that the surveillance data they have collected and shared has been used to investigate relationships between Muslim civil rights organizations and the anti-war movement; to classify state universities, colleges, and historically Black colleges as potential threats for radicalization; and to spy on abortion protesters. Data fusion centers are not controlled by the federal government; they are instead typically designated by state governors and run by state law enforcement agencies. However, larger cities (e.g., Los Angeles, Chicago, Houston, etc.) will have data fusion centers established and run by city police departments, who work closely with state-level law enforcement counterparts and maintain relationships with federal agencies. The Chicago Police Department (CPD), for example, has a fusion center with the express purpose of facilitating data sharing between the FBI; Homeland Security; the Drug Enforcement Administration (DEA); the Bureau of Alcohol, Tobacco, Firearms and Explosives (ATF); state police; and local municipal police departments. This center is equipped with new surveillance technology and new data integration platforms gained through the federal government—most of them paid for with funds from the Federal Emergency Management Agency (FEMA), which is an agency under the Department of Homeland Security.

As mentioned earlier, data fusion centers originated from counterterrorism efforts but have spread to basic policing practices, border and immigration surveillance, and targeted policing of marginalized communities. In Chicago, the language around terrorism soon became...
a justification for expanding surveillance of all Black and Brown people, poor communities, and so-called radical movements across the city. The gang database in Chicago—used as a clearinghouse of information on primarily Black and Latinx individuals believed to be involved in gang activity, regardless of whether the individual is actually part of a gang—has been an integral part of the data fusion center. To date, at least 500 agencies around the country have access to CPD’s Clear Data System, and one of those agencies is ICE, which uses this data to search for alleged gang members and target them for deportation.

Though ICE has relationships with state and local police departments that allow it to access their data fusion centers, ICE has also contracted out its own data fusion efforts to companies such as Palantir and Vigilant Solutions. The technologies created and utilized for ICE data fusion efforts involve the collection of vast amounts of data from the internet and mobile devices; Smart Cities technology like cameras, microphones, and sensors; and cell phone stimulators like Stingray technology, as well as collecting data from other surveillance sources like Automated License Plate Readers, all of which is considered big data.

As a result, immigration advocates note that big data has come to play an integral part in family separation and immigrant detention at the border. Research and reporting have revealed that ICE uses surveillance and big data to amass large amounts of information on those it is processing and targeting, with many companies and even university research departments benefiting in the process. The federal government has increasingly contracted with private companies and institutions of higher learning to pay for research on data collected via surveillance to track and target undocumented or so-called dangerous immigrants for detention and deportation, resulting in a $23.7 billion immigration enforcement budget by 2018. In 2019, the New York Times reported that ICE had collected terabytes of information from various sources of surveillance technology, state and local governments, private data collection companies, and social media websites, piggybacking on software and sharing agreements originally intended for counterterrorism and criminal investigations and instead using them to create files on persons and communities of interest for targeted immigration enforcement. ICE has also used biometric surveillance to collect DNA from detained immigrants in an effort to track down members of their families, an effort that extends beyond undocumented immigrants to lawful permanent residents and poses civil liberties concerns.

International Context

Some of the surveillance trends seen in the United States actually originate outside the country, such as from the Israeli Defense Forces (IDF). The Israeli military works with a range of private Israeli corporations that develop technology and test it in the occupied territories, then advertises the surveillance tools on the global homeland security market as tested and proven effective. These devices are often featured at policing conferences, like the annual International Association of the Chiefs of Police (IACP) conference, where companies display and promote their latest technologies to police chiefs, who then test out or purchase these tools to bring them into the US.
Technology’s rapid rise and massive reach are possible because of the profits, public and private, that support it. Here, we map notable examples of corporate and private sources that fuel—and profit from—the tools that disproportionately harm people of color.

Corporate Support for Policing and Sponsorship for Law Enforcement Technology

Corporations play an important role in making surveillance technology accessible to law enforcement. Technology corporations have built strong relationships with and receive contracts from the federal government and local police departments. Even corporations with seemingly little interest in public safety are deeply invested in the growing surveillance state. Corporations have been known to donate directly to police departments, police foundations, and philanthropies that support policing.

On a local law enforcement level, surveillance industry company blogs acknowledge there is a growing trend of public-private partnerships to promote public safety, including police departments gaining access to privately owned and operated cameras in a given city. Essentially, these companies provide a list of approved or suggested vendors to the public and encourage residents to buy cameras and have them registered with the local police department. Two examples of this are Project Green Light in Detroit and the Private Security Camera Incentive Program in Washington, D.C. In many ways, these are examples of public-private partnerships and corporations explicitly supporting policing.

Police foundations are a notable source of corporate sponsorship of police-serving technology. Reports show that in August 2016, the Baltimore Police Department had been flying a drone over the city of Baltimore—a city that already has over 700 cameras, predominantly in poor, Black neighborhoods—for nearly four months without knowledge of the public. The drone was created and being tested by Persistent Surveillance Systems, based in Ohio. It had been kept a secret because there was no public money spent on it; instead, the technology was paid for with donations made by the Laura and John Arnold Foundation to the Baltimore Community Foundation. In 2019, the Laura and John Arnold Foundation again offered to cover the cost of a $2.2 million-a-year drone program that would give the Baltimore Police Department three surveillance planes.

Corporate sponsorship and donations prompt questions about the vested interests of donors. In the US and around the globe, there is a history of large donations being used as leverage for political and social power and influence. When corporations provide financial support to police departments and their foundations, we can assume that this is a blatant ask to not only keep corporate interests in mind but to also keep them safe. In other words, police departments are incentivized to prioritize private interests over public wellbeing.

Case Study: Atlanta Police Foundation

The Atlanta Police Foundation was created in 2003, and launched its flagship program, Operation Shield, in 2007. In 2011, the foundation’s video integration center (VIC) was equipped with 17 cameras. By 2014, the number of cameras had reached 1800, comprising both publicly funded and privately owned cameras. As of 2020, there were at least 10,000 publicly and privately owned cameras feeding into the VIC, making it one of the largest surveillance networks in the world. In 2012, the Loudermilk Family—the namesake of Loudermilk Companies, a real estate investment and operating company in Georgia—gave
the VIC a $1 million donation, for which the department renamed the facility the Loudermilk Video Integration Center. Robin Loudermilk, who is the President and CEO of Loudermilk Companies, is also the Chairman of the Atlanta Police Foundation Executive Committee.

Other board members of the Atlanta Police Foundation are John F. O’Neill III of Cushman & Wakefield Inc. (real estate); Calvin Darden, who is retired from United Parcel Service (UPS); Tye Darland, general counsel for Georgia-Pacific (consumer products and chemicals); Bob Peterson, the Chairman of Carter (real estate); Dave Wilkinson, the President and CEO of the Atlanta Police Foundation; and Christine St. Clare, a retired partner from KPMG LLP (financial services).

The Board of Trustees of the Atlanta Police Foundation includes executives from the Federal Reserve Bank of Atlanta, Waffle House, Merrill Lynch, Pierce, Fenner & Smith Inc., GE Energy Connections, Ernst & Young LLP, and Porsche Cars North America.

The key takeaway is that both the foundation’s executive committee and board of trustees comprise people whose primary jobs or experiences are not related to public safety. Despite this lack of expertise, the Atlanta Police Foundation is very well resourced; its net assets for 2018 were reported as $11,931,089, with $7,457,413 from contributions and grants.

Case Study: Amazon Ring

Through its home-security system Ring, Amazon demonstrates how corporate power trumps public power—and safety. Originally launched in 2012 as Doorbot, Ring was acquired by Amazon in 2018 for $11 billion and re-launched as a more full-service home security company that sells a number of tools including security cameras, “smart lighting,” alarm systems, and the video surveillance doorbell. The Ring doorbell in particular has been linked to a number of racist incidents and exacerbates “broken windows policing” through its Neighbors App, which allows people with the doorbell service to talk to their neighbors about things they see and experience in the neighborhood.

Through Freedom of Information Act (FOIA) requests, we learned that Ring provides local police departments access to the Neighbors app free of charge, and that the partnership is formalized through a Memorandum of Understanding (MOU). The MOU’s contain statements similar to the following: “Ring will make the Neighbors app available to City residents free of charge; make the Neighbors app available to [police] Agency free of charge, including ongoing support and training for Agency employees;” and the Agency will “maintain appropriate access controls for Agency personnel to use the Neighbors portal.”

Neither Ring nor the police department receive any compensation for this.

In December of 2019 alone, nearly 400,000 Ring devices were sold, ranging in price from $34 to $99. In June 2020, 1,300 local law enforcement agencies had a partnership with Amazon Ring, and by late January of 2021, that number had risen to more than 1,700.

Company Case Studies: Motorola Solutions and ShotSpotter

The following case studies about Motorola Solutions and ShotSpotter further illustrate how investors and police departments work hand in hand to institute profitable policing and surveillance technologies.

Motorola Solutions is a Chicago-based, multibillion-dollar technology manufacturer that markets some of its products to police. Motorola was one of the most dominant cellular tech corporations in the late 1990s, but as a result of the 2008 financial crisis it split into two businesses in 2011. Motorola Mobility handles consumer-facing hardware, such as cell phones
and cable boxes, while Motorola Solutions handles the government and business-facing hardware and software. Motorola Solutions provides a wide range of equipment to police including body cameras and license plate scanners, as well as services, programs, and infrastructure to support policing and commercial communication networks such as CommandCentral Aware. Motorola Solutions was able to raise $1 billion in private equity funding from Silver Lake Management to support the 2011 breakup. Motorola Solutions also received funding from Verizon Communications and ValueAct Capital Management for undisclosed amounts at undisclosed dates.

A Deepening Focus on Law Enforcement Contracts

In recent years, Motorola Solutions has excelled in profitability by pivoting to aggressively investing in security software marketed to law enforcement. Motorola Solutions made almost $4 billion in gross profits in FY2019, up from $3 billion in FY2017. That same year, JP Morgan Chase Bank lent Motorola Solutions $2.2 billion in credit. Motorola Solutions has acquired similar businesses with the goal of creating a fully integrated array of products and services for police, and spends hundreds of millions of dollars annually. Motorola Solutions has acquired companies like Avigilon (closed-circuit television, body cameras, and software) for around $1 billion in 2018, VaaS International Holdings (automated license plate readers) for almost half a billion dollars in 2019, WatchGuard (in-car and body-worn cameras) for $250 million in 2019, Avtech (dispatch systems) for $136 million in 2019, and Airbus DS (command center software for 911) for $237 million in 2018.

Investments by Motorola Solutions

Motorola Solutions is able to dominate the police technology market further through its own venture capital arm, which invests millions of dollars in many technologies that are complementary to what it manufactures. These businesses include ShotSpotter (gunshot detection), Integrian (mobile surveillance cameras for law enforcement vehicles), VidSys (command center software), RapidSOS (emergency response systems), and Neurala (drone software). These investments have been quite lucrative for Motorola Solutions; for example, in 2018, Motorola Solutions sold its shares in ShotSpotter the year after it went public for $14.2 million. According to Crains Chicago Business, Motorola Solutions originally obtained the stock for $500,000 in 2012, and held a 15.6 percent stake in the company.

Cozy Relationships with Police

To complement its operations strategies, Motorola Solutions maintains close relationships with elected officials and police associations, and spends millions on lobbying and donations. In 2015, Motorola Solutions became a prominent supporter of the National Law Enforcement Museum by pledging to donate $15 million.
**Lobbying Efforts and Contracts**

In addition to philanthropy, Motorola Solutions invests heavily in lobbying. It has spent $17.5 million in federal lobbying and around $2.5 million in political contributions since 2011. Often, its philanthropic and lobbying strategies are intertwined: Motorola Solutions Foundation has been a longtime supporter of the Association of Public Safety Communications Officials, which pushed for Congress to set uniform standards for radios used by law enforcement, with active participation from Motorola representatives. Motorola currently maintains many federal contracts valued at over $1 billion with the US Military, Department of Homeland Security, and Department of Justice.

Motorola Solutions has succeeded in being the supplier of choice for other cities as well; New Orleans uses its emergency dispatch communication systems and command center software, and Motorola Solutions instituted the same technology in a pilot program in Dallas called “Starlight,” which integrates into the police department’s Fusion Center (its intelligence unit).

**SHOTSPOFTER**

ShotSpotter is a San Francisco Bay Area-based corporation that manufactures gunshot detection technology. ShotSpotter is contracted by local police departments to install audio sensors around an area to be able to identify when a gunshot occurs and triangulate the location. Despite concerns over false positives and a lack of noticeable effectiveness, that have led cities to cancel contracts, ShotSpotter continues to gain new contracts and generate a profit for shareholders. ShotSpotter nearly doubled its revenue from 2017 ($24 million) to 2020 ($42 million). In 2018, ShotSpotter stepped up its predictive policing capabilities by acquiring crime forecasting software company Azavea. CEO Ralph Clark told analysts in 2020 that ShotSpotter planned to open an office in D.C. to be “closer to national law enforcement opinion leaders and decision makers,” and to lobby Congress.

Through the years, ShotSpotter has received over $100 million in venture capital funding from Lauder Partners, Shatas Partners, City Light Capital, Claremont Creek Ventures, Levensohn Venture Partners, Labrador Ventures, the Westly Group, Norwest Venture Partners, Broidy Capital, Band of Angels, the Golden Hixon Fund, Motorola Solutions Venture Capital, ORIX Ventures, Dolby Family Ventures, the Global Business Funding Group, and Madison Bay Capital Partners. Notably, as mentioned in the previous case study, Motorola Solutions Venture Capital owned a 15.6 percent stake in ShotSpotter before selling its shares in 2018. Motorola Solutions bought shares for $500,000 in 2012 and sold them for $14.2 million in 2018, taking in a profit of $13.7 million.

In 2012, Lauder Partners held a 37.4 percent stake, and Claremont Creek held an 11.3 percent stake. Lauder Partners also invests in database software corporation Palantir.

**Lobbying and Relationship to Public Officials**

ShotSpotter is known for its aggressive lobbying practices, on which it spends hundreds of thousands of dollars each year. From 2006 to 2013, it retained the Ferguson Group, which was awarded $7 million in federal funding to secure ShotSpotter’s presence in 90 cities across the country. In 2019, ShotSpotter was found to be in violation of Oakland lobbying laws for failing to register as a lobbyist despite appealing to City Council members who were considering ending its contract. ShotSpotter advocated not just for Oakland to keep the contract, but to expand it as well.

ShotSpotter has a “revolving door” with public officials. Former Senior Vice President of Public Safety at ShotSpotter David Chipman is also a former senior official at the Bureau of Alcohol, Tobacco,
Firearms and Explosives; former New York Police Department commissioner William J. Bratton served as a board member of ShotSpotter; and ShotSpotter Sales Director Ron Teachman was formerly Chief of Police in New Bedford, Massachusetts and South Bend, Indiana, where his department secured contracts with ShotSpotter during his tenure.¹⁷⁸

Accuracy Concerns and Failed Contracts
ShotSpotter has struggled to pinpoint gunshots accurately. A 2013 investigation showed that 75 percent of the shots reported by ShotSpotter were false positives.¹⁷⁹ In 2017, Fall River, Massachusetts reported ShotSpotter had a 41 percent error rate, which wasted staff time and led the Fall River Police Department to cancel their contract worth $90,000 annually.¹⁸⁰ In 2019, Durham, North Carolina’s City Council voted down a contract with ShotSpotter over efficacy concerns,¹⁸¹ three years after a neighboring police department decided not to renew their $160,000 annual contract with ShotSpotter for the same reasons.

ShotSpotter’s Current Contracts
ShotSpotter still holds lucrative contracts across the country. We identified six contracts worth a total of $75 million, but as of this writing, the company listed 109 contracts with municipalities on its website.¹⁸² (See table below). Federally, ShotSpotter holds nearly $850,000 in federal contracts with the Secret Service and the Department of Justice.¹⁸³

Examples of ShotSpotter Contracts in the U.S. (not comprehensive)

<table>
<thead>
<tr>
<th>Municipality</th>
<th>Contract Term</th>
<th>Contract Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chicago¹⁶⁴</td>
<td>2018-2021</td>
<td>$33 million</td>
</tr>
<tr>
<td>Miami-Dade County¹⁸⁵</td>
<td>unknown</td>
<td>$5.7 million</td>
</tr>
<tr>
<td>San Diego¹⁸⁶</td>
<td>unknown</td>
<td>$1 million</td>
</tr>
<tr>
<td>New York City¹⁸⁷</td>
<td>2016-2021</td>
<td>$28 million</td>
</tr>
<tr>
<td>West Palm Beach¹⁸⁸</td>
<td>2019-2022</td>
<td>$1.2 million</td>
</tr>
<tr>
<td>Puerto Rico¹⁸⁹</td>
<td>2020-2023</td>
<td>$4.3 million</td>
</tr>
<tr>
<td><strong>Totals:</strong></td>
<td><strong>2016-2023</strong></td>
<td><strong>$75 million</strong></td>
</tr>
</tbody>
</table>
Section 4.
The Push Back: Wins in Legislation, Organizing, and Awareness

The growth of the technology industry as a whole—and the markets for individual pieces of technology—can feel massive and overwhelming, especially given the speed of growth and the profits that continue to support it. However, organizers, workers, advocates, scholars, and many others in between recognize the dangers of tech industry expansion and are actively pushing back.

Ending the Targeted Surveillance of Marginalized Communities

Stopping the Countering Violent Extremism (CVE) Program

One method of surveilling marginalized populations is through the federal counter-terrorism program called Countering Violent Extremism (CVE). Started in 2011 by the FBI, DHS, and DOJ, CVE programs have primarily targeted Muslim youth within the US. In some states, like Illinois and Massachusetts, these programs have also been referred to as Targeted Violence Prevention Programs (TVPPs), but serve the same purpose as CVE programs. Social scientists researching the efficacy of CVE programs have noted that there are no reliable indicators, risk factors, or warning signs that can predict whether an individual will be radicalized and/or engage in terrorism. Instead, the network of surveillance of primarily Muslim youth criminalizes their free speech activity, religious practices, and political activism. This surveillance has recently expanded in scope to target Black Lives Matter activists who have been dubbed “Black Identity Extremists” by the FBI.

#StopCVE is a coalition of organizations and individuals with chapters around the country working to expose and push back against CVE policies. The Chicago chapter has utilized FOIA requests to compile information on the forms CVE programs can take, what actors are involved in this type of surveillance (e.g., mental health professionals, community members, and more), how to spot CVE and TVPP programs and resist them, and policy recommendations for local and state leaders to take action and cease these surveillance operations. Advocacy efforts made by the Muslim Justice League in Boston, an affiliate of #StopCVE, include legal aid resources for individuals targeted by CVE and toolkits for residents to pressure their city council leaders to end CVE operations in their communities.

NYC and Chicago: Ending Gang Databases

As mentioned in section two, gang policing and the compilation of gang databases are one form of law enforcement surveillance that primarily targets Black and Latinx youth, increasing their chances of being funneled into the school-to-prison pipeline or targeted by ICE for deportation. Gang policing and gang databases are particularly dangerous for civil liberties because criteria for inclusion in these databases is highly subjective (e.g., based on friendships, clothing color, tattoos, or accessories worn by an individual) and individuals added to these databases are often unaware of their status. Even if they do find out, it can be nearly impossible to be taken out of the system. Admission to the gang database does not require a criminal conviction, and often leads to hyper-policing of not only that specific individual but also their family and community. Though data about exactly how many people have been entered into these gang databases is not available, reports from both Chicago and New York City estimate that around 20,000 people have been added to the databases each year within the past 17 years, and that over 80 percent of these individuals are not white.

In Chicago, a coalition of racial justice organizers, immigrant rights advocates, and members of academia formed the Erase the Database campaign to expose the behind-the-scenes functions of gang policing, to show its role in violating notions of Chicago as a Sanctuary City that protects immigrants, and to eliminate this method of policing. Through FOIA
requests and advocacy efforts, organizers working on the Erase the Database campaign were able to highlight the dangerous effects of Chicago’s gang database, called the Regional Gang Intelligence Database (RGID).\(^{200}\) By early 2019, the RGID was decommissioned and taken offline to be stored on encrypted hard drives within a vault created by the Cook County Sheriff’s Office (CSSO). However, the Erase the Database campaign still had concerns about ensuring the abolition of this database in a responsible, publicly accountable, and permanent manner.\(^{201}\) The campaign called on county leaders to make this effort, resulting in the enactment of an ordinance requiring the permanent destruction of RGID files and the prohibition of sharing gang designation information in the future, as well as requiring public hearings about the gang database and its impacts on the community.\(^{202}\)

In New York City, gang policing tactics have largely been developed in secret, and efforts to eradicate the gang database there have not yet succeeded, though they have been successful in raising awareness around its impact. Academics have engaged in surveys of defense attorneys and residents of the city to highlight and uplift the voices of those directly impacted by gang policing tactics.\(^{203}\) Experts have recommended investigating and auditing current gang policing practices, abolishing the NYPD’s gang unit and any kind of gang database, discontinuing policing methods such as precision policing, and ending digital and social media surveillance.\(^{204}\)

The Fight Against ICE and Immigrant Surveillance

**Mijente**

Through their #NoTechForICE campaign, the Latinx and Chicanx organizing and advocacy organization Mijente has become a leader in exposing surveillance technology use; the tech companies behind these surveillance tools; and the role of law enforcement surveillance in policing, detaining, and deporting members of immigrant communities.\(^{205}\) In their 2018 report, Who’s Behind ICE?, Mijente and its partners were able to reveal the role of companies like Palantir and Amazon Web Services in building the databases, computer programs, cloud-based storage systems, and other surveillance technologies used to monitor immigrant communities and communities of color for law enforcement targeting.\(^{206}\) The lack of oversight and regulation leading to the unprecedented scale of mass surveillance for deportation is a major concern, and could render Sanctuary city and state-level protection policies obsolete.\(^{207}\) Using its extensive research into the role of tech companies in fueling ICE operations, Mijente has created popular education materials to boost community awareness and organizing to push back against the unchecked surveillance power of the US immigration enforcement system, including comic books, workshop facilitation guides, and digital advocacy actions.

**Just Futures Law**

A partner organization of Mijente, Just Futures Law, has also created a toolkit that enables advocates and organizers to analyze policy and lobby their elected officials to regulate and oversee surveillance technology acquisition and use in their communities.\(^{208}\) The toolkit gives a step-by-step process for challenging surveillance technology use by doing research, collecting evidence, and considering a range of policy solutions that already exist to formulate campaign demands and organizing efforts.\(^{209}\) Just Futures Law also brings lawsuits against ICE and other government agencies to sue on behalf of immigrant activists who have been systematically targeted, surveilled, detained, and deported with the help of surveillance technology tools.\(^{210}\) The organization has also created educational materials to inform communities of the ways government and companies...
are using the current COVID-19 health crisis to expand surveillance efforts, and the dangers involved with leaving this expansion unchecked.211

Community Control of Police Surveillance, Oversight, and Bans

ACLU and the Community Control Over Police Surveillance (CCOPS) Model

In the absence of precedential legislation around surveillance technology use by law enforcement, the American Civil Liberties Union (ACLU) created a model legislation template for cities to use in their own efforts to push for transparency and oversight. The Community Control of Police Surveillance (CCOPS) model has been adopted by the city of Oakland and their Privacy Advisory Commission (PAC) in the form of their Surveillance and Community Safety Ordinance,212 and serves as the basis for New York City’s current proposed Public Oversight of Surveillance Technology (POST) Act.213 Overall, 12 cities across the US have passed legislation based on the CCOPS model, with over a dozen other cities currently considering adopting this legislation.214

Oakland: The Domain Awareness Center (DAC) and the Privacy Advisory Commission (PAC)

A common consensus by experts in the field is that advocacy, organizing, and legislative pushback against rapidly growing surveillance technology is best exemplified by the work done in Oakland, California. In 2013, the city of Oakland began planning a massive network of citywide surveillance tools aimed at reducing or solving crime.215 The multimillion-dollar proposal included surveillance cameras, gunshot detection, and automated license plate readers (ALPRs), all linked back to a central hub called the Domain Awareness Center (DAC).216 Activists were concerned about the possibility of this vast network being abused, and were proven right in their fears after leaked emails revealed that the Oakland Police Department had already been using some of the technology to monitor protesters engaged in activity protected by the First Amendment.217

As the city planned its DAC project, a new coalition of community members called the Oakland Privacy Working Group formed to push back against the proposed surveillance expansion.218 The group brought together local organizations and citizens to spread awareness about potential civil liberties violations and to lobby city officials and explain the community’s concerns, while also flooding City Council chambers to demand public input on the DAC project and on law enforcement’s role in surveillance of the community.219 The Oakland Privacy Working Group gained victory when the City Council, in a tied 2014 vote ultimately decided by the Mayor, agreed to confine the DAC’s surveillance capabilities to the Port of Oakland and to prohibit the use of facial recognition and ALPRs, as well as eliminating retention of any data.220 Members of the working group were given the task of drafting a privacy policy to govern what remained of the DAC—a group that became what is now known as the Oakland Privacy Advisory Commission (PAC).221 The limits placed on the DAC project led to its eventual defunding, and its remaining equipment is no longer in use by the city.222

The Oakland PAC, born out of the struggle against the DAC, has now become the leading example of what a successful surveillance oversight body in the US can look like. This local oversight body can advise City Council on best practices around surveillance technology, such as local-level facial recognition bans, as well as educate and protect citizens’ privacy rights in the absence of state or federal-level guidance and oversight.

According to the Commission’s Chair, Brian Hofer, there are now several ordinances that regulate surveillance equipment acquisition and use, which are based on the ACLU’s Community Control of Police Surveillance model policy.223 With these ordinances, law enforcement agencies looking to adopt surveillance technology must first get approval from the Commission. Police departments must perform an impact analysis (e.g., address the potential threat to civil liberties) and create a draft of the policy surrounding the use of this new technology to mitigate negative impacts. The adoption process also allows for the public to be involved in the decision making, as Commission meetings are open to the public. Members of the Commission are subject-matter experts who, as Chair Brian Hofer said in an interview,
“stay vigilant, train staff on what concerns are, and work with staff to write use policies.”

The Commission also has the right to deny an entire technology, such as facial recognition, outright. Brian Hofer also explained in an interview that to combat criticisms of legislation being too slow or too narrow to keep up with evolving technology, the surveillance ordinances created by the Commission have been written in a broad and future-proof manner that captures the dynamic nature of surveillance technology creation and acquisition, and also includes provisions that exclude relatively benign surveillance technology, such as copy machines that require fingerprint sign-in. The broad definitions that require technology to be evaluated and approved by the Commission before being used aim to mitigate the expansive privacy concerns of technologies found in Smart Cities initiatives and in the field of biometrics.

**NYC: The Surveillance Technology Oversight Project (STOP)**

Similar to groups in Oakland, California, advocate groups in New York City have organized around the adoption of a surveillance technology ordinance based on the ACLU CCOPS model legislation, exemplified by Public Oversight of Surveillance Technology (POST) legislation passed in July 2020. One prominent group is the Surveillance Technology Oversight Project (STOP), which plays myriad roles in this field—STOP members litigate on behalf of victims of biased surveillance practices (e.g., Muslim individuals targeted by counter-terrorism surveillance), craft and testify on behalf of model legislation like the POST Act, harness the media to amplify advocacy efforts and reach wide audiences, and empower communities targeted by surveillance to understand their rights and ways they can engage in resisting discriminatory surveillance practices.

The passage of the POST Act is a major focus of STOP and would be a major win. Since the NYPD is the country’s largest police force with the largest budget, the passage of the POST Act would have major implications for exposing the depth and scope of surveillance technology it uses and its connection to other agencies such as the FBI and ICE. Extensive research and FOIA requests have shown that the NYPD uses a collection of surveillance tools—like cameras, license plate readers, gunshot detection microphones, and unmarked x-ray vans to scan cars and buildings—that are linked back to a Microsoft-supported platform called the Domain Awareness System. The ultimate goal of the POST Act is to increase transparency around what types of surveillance technologies are used in NYC and how they are used, especially when it comes to the disproportionate impacts they have on marginalized communities, and to provide ways to curb abusive surveillance tactics.

**Facial Recognition: Bans Across the US**

While an increasing number of surveillance technologies are being critiqued and delegitimized by activists and policymakers alike, facial recognition technology bans have gained the most traction in the advocacy space. Though a focus strictly on facial recognition can be limiting, it also presents opportunities to increase awareness and advocacy around other emerging surveillance technology. This section highlights some of the legislation, organizing, and advocacy efforts targeted at limiting or ending law enforcement use of facial recognition technology, law enforcement partnerships with technology companies that often go unchecked, and other surveillance tools and programs law enforcement uses.

Criticisms regarding the privacy violations of facial recognition technology have spurred this advocacy work, as well as the fact that law enforcement use of facial recognition is often biased and inaccurate, therefore leading to exacerbated racial disparities in its use for criminal investigations. In the absence of state and federal-level guidance, some cities have proactively taken steps to protect their citizens from increased surveillance within city limits. However, despite privacy concerns, the global market for facial recognition technology is expected to grow to $12 billion by 2027.

City councils taking the initiative to ban facial recognition technology (and potentially other invasive surveillance technologies), rather than waiting for civil rights violation lawsuits or grassroots advocacy/protest demands, demonstrate an important proactive method for addressing privacy safety and taking swift action while awaiting similar oversight policies.
on the state or federal level. Additionally, the effort to ban facial recognition is not one made only by local city council members or a select few state senators. The nonprofit digital rights advocacy group Fight for the Future also works to educate people across the US on their privacy rights and to campaign against the unchecked and growing use of facial recognition surveillance around the country. In partnership with Students for Sensible Drug Policy, Fight for the Future has campaigned and organized with university students, staff, and faculty to empower them to demand their campuses cease the use of facial recognition technology. Their campaign homepage provides a list of universities that have banned the use of facial recognition technology, as well as those who have not yet done so and ways concerned community members can take action to ask university officials to consider enacting a ban. This homepage also includes a toolkit for students to introduce resolutions to their student government body and lobby their administrators to ban facial recognition.

Examples of Local Facial Recognition Technology Restrictions

<table>
<thead>
<tr>
<th>City</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>San Francisco, CA</td>
<td>The San Francisco Board of Supervisors voted to ban the use of facial recognition technology in May 2019, becoming the first major American city to implement an outright ban on this type of surveillance. The ban prohibits the use of facial recognition by city agencies, bans the use of information collected from facial recognition technology in other locations, and is part of a larger legislative effort to establish policies for use and oversight of surveillance tools.</td>
</tr>
<tr>
<td>Oakland, CA</td>
<td>In July 2019, Oakland became the second California city to ban local government use of facial recognition technology by amending its preexisting Surveillance and Community Safety Ordinance. The original version of this ordinance required approval from the Chair of Oakland’s Privacy Advisory Commission before any city agency could seek, solicit, or receive funds to acquire surveillance tools. Rather than requiring approval before adopting facial recognition technology, Oakland City Council voted unanimously to ban the technology outright, citing concerns about its inaccuracy, lack of established ethical standards, invasive nature, and potential for government abuse.</td>
</tr>
<tr>
<td>Berkeley, CA</td>
<td>In October 2019, an ordinance to ban the use of facial recognition within the city, introduced by Berkeley councilmember Kate Harrison, was unanimously voted into adoption. With an abundance of support from the community, councilmembers cited concerns around the dragnet nature of facial recognition surveillance and its potential to violate Fourth Amendment rights to protection from unlawful search and seizure.</td>
</tr>
<tr>
<td>Portland, OR</td>
<td>In late 2020, Portland passed one of the broadest facial recognition bans in the country, banning its use by all city departments including local police, and banning its use among businesses like stores, restaurants, and hotels.</td>
</tr>
<tr>
<td>Somerville, MA</td>
<td>Across the country, the ACLU of Massachusetts has been campaigning to enact a statewide ban on facial recognition technology. While not yet passed, cities throughout the Commonwealth have taken action to ban this technology on the local level, similarly to California cities. In mid-2019, Somerville became the second city in the US to ban the use of facial recognition outright.</td>
</tr>
<tr>
<td>City</td>
<td>Details</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Brookline, MA</td>
<td>Brookline city officials followed Somerville’s lead and banned facial recognition technology in December 2019.247</td>
</tr>
<tr>
<td>Cambridge, MA</td>
<td>Cambridge voted in early 2020 to amend its previous ordinance allowing facial recognition use with prior approval to instead align with other cities in banning its use outright.248</td>
</tr>
<tr>
<td>Northampton, MA</td>
<td>Outside the Boston metropolitan area, the City Council in Northampton agreed that the technology was outpacing regulation and also voted unanimously to ban the use of facial recognition surveillance outright.249</td>
</tr>
<tr>
<td>Michigan</td>
<td>Despite the overall lack of state-level legislation on facial recognition technology regulations or bans, Michigan provides one example of an effort to pioneer this move. In July 2019, Michigan lawmakers introduced two bills—one to place a five-year moratorium on the use of facial recognition technology, and the other to completely ban it.250 As of December 2019, the Michigan state Senate agreed to advance the bill banning facial recognition, co-sponsored by Democratic Senator Stephanie Chang and Republican Senator Peter Lucido.251 Senator Lucido justified the bill’s necessity due to rapidly advancing technology that can be used to search people without a warrant, something with which he and critics said that state laws cannot catch up.252 The bill now awaits House review, with an added exception that will allow for the use of facial recognition technology in the case of emergency with immediate risk of harm to a person.253</td>
</tr>
<tr>
<td>California, Oregon, New Hampshire state-levels</td>
<td>While not comprehensive facial recognition bans, some states, such as California, Oregon, and New Hampshire, have passed laws expressly prohibiting facial recognition use on police body cameras.254</td>
</tr>
</tbody>
</table>

**Illinois: Biometric Information Privacy Act (BIPA)**

The Illinois Biometric Privacy Act (BIPA) is one of the most comprehensive state biometric privacy laws, requiring written consent before a company (including social media companies like Facebook and Google) can collect someone’s fingerprints, retina/iris scans, voiceprint, face geometry, or other forms of biometric information.255 The Act also regulates the safeguarding, handling, storage, retention, and destruction of the biometric identifiers and information it collects, and does not allow this information to be sold or traded.256

First introduced by Illinois Senator Terry Link in 2008, the BIPA was rationalized as a form of protection.257 Because of the unique qualities of one’s biological features, if a person’s biometric identity is compromised they will have no recourse from identity theft, especially given ties between this biometric information and financial and personal information.258 When individuals’ biometric information is collected, stored, and used without their consent, they can sue the company collecting this information; when companies collect this information en masse, such as through Facebook’s facial recognition capability with posted photographs, class-action lawsuits can be brought against the company.259 Though the original BIPA sponsor, Senator Link, attempted to amend the BIPA to exclude photographic facial recognition on social media from being grounds for a privacy infringement, US Courts ultimately sided with plaintiffs, concluding that “the development of face template using facial-recognition technology without consent (as alleged here) invades an individual’s private affairs and concrete interests.”260
Recently, facial recognition surveillance technology company Clearview AI has faced its own onslaught of lawsuits that claim the company’s scraping of more than three billion photos from social media sites to train its facial recognition algorithm violates the BIPA. As a result, Clearview AI has announced it will cancel accounts of every private business not associated with law enforcement or another federal, state, or local government entity. While this provides protection from private businesses collecting and using biometric information for profit purposes, the added caveat that allows law enforcement to use Clearview AI’s technology is a continued concern for privacy and civil liberties. Though data has revealed that private businesses had been using Clearview AI to search photographs—including loss prevention companies, retail giants like Macy’s and Amazon, financial institutions such as Bank of America, and Major League Baseball teams—the biggest consumers of Clearview AI’s product are law enforcement agencies, a customer base that Clearview AI’s own CEO has repeatedly stated as the intended market. In the midst of the COVID-19 pandemic, Clearview AI has also begun soliciting itself as a partner with law enforcement agencies seeking to conduct contact tracing of individuals infected with the virus, raising concerns over privacy and civil liberty protections. Ultimately, this demonstrates that though the BIPA is a useful tool for protecting against surveillance done by private companies, it does not yet do enough to protect civilians from law enforcement’s use of biometric surveillance.

**MuckRock: Building a Database of Facial Recognition and Algorithm Use**

Advocates working to heighten transparency around surveillance technology capabilities and the kinds of technology being used by law enforcement often rely on FOIA requests to obtain information. The non-profit government accountability organization MuckRock has utilized FOIA requests and provides educational material for others to learn the process. Its website hosts both a facial recognition database and an algorithm database that share information on what types of technology police departments are using, where else the technology is used, and model policies that can guide regulations of algorithm use by police departments. In a 2020 interview, Projects Editor and Senior Reporter at MuckRock Beryl Lipton stated that the databases are a way to consolidate efforts to increase understanding of the ways surveillance technology is acquired and utilized, as well as a way to highlight and establish a pattern of the different areas where algorithms and artificial intelligence (AI) are being used. With the FOIA request database, which houses material received from these requests as well as comments on why some requests have not been fulfilled or have been only partially fulfilled, MuckRock workers wanted an easy way for advocates and organizers to engage with the problem of expanding surveillance technology that they might not otherwise get involved in due to the difficult and often stressful task of asking police departments to share information. A collaborative effort to file FOIA requests and upload results to the database means that organizers throughout the country can save time by using what already exists in the database to help their campaigns. Lipton does note, however, that the databases are only helpful if they are maintained, so organizations that have already been using FOIA and public records requests to glean information about surveillance technology should consider participating in their maintenance.

**Community Organizing Against Data Fusion Centers and Surveillance Networks**

**Detroit: Stopping Project Green Light**

In 2016, the City of Detroit launched a partnership with the technology company DataWorks Plus to install real-time video surveillance systems with facial recognition capability throughout the city. The justification for this surveillance network was to deter crime, but the presence of cameras tracking people’s faces in places like reproductive and health care centers raised privacy concerns. As of 2019, there were over 500 properties throughout Detroit participating in this network—called Project Green Light—including churches, apartments, businesses, and schools. The city planned to spend $4 million by July 2019 to expand the project through increased real-time crime centers to monitor video footage. While community surveys have shown that some Detroit residents do not mind the presence of these
cameras, many residents and privacy advocates have expressed concern over the way the footage is stored and used. The major concern from policy analysts has been the equation of surveillance with public safety that fuels the desire to expand the project—these justifications are often used for things like predictive policing that exacerbate racial disparities, leading to an overrepresentation of marginalized people tied up in the criminal justice system. Also of great concern is the lack of oversight and regulation around use policies for the program. For example, though the Detroit Police Department (DPD) does not explicitly allow the use of Project Green Light footage for immigration enforcement, their partnership with DHS does allow this. There is also a lack of regulation for the uses of facial recognition, meaning that DPD can use their network of cameras to monitor First Amendment-protected activity as well as assist non-law enforcement entities (like banks) in tracking down individuals from those businesses’ incident reports. Additionally, Project Green Light does not have a transparency mechanism in place, meaning that the public may or may not be notified about their presence in the facial recognition database and any possible security breaches of that database.

Despite the City Council’s eventual agreement to expand the program, grassroots organizations pushed back and drew attention to criticisms of the surveillance program, most notably through research and analysis done by the Detroit Community Technology Project. Through its Green Light Black Futures campaign, the Detroit chapter of Black Youth Project 100 (BYP100) called for divestment from surveillance and for transparency around how the already-collected footage is used. BYP 100 also coordinated a letter-writing campaign that ultimately succeeded in urging City Council not to make participation in Project Green Light mandatory for certain businesses like restaurants and bars.

Los Angeles: The Stop LAPD Spying Coalition

The Stop LAPD Spying Coalition has successfully engaged in organizing to resist surveillance policing. The Coalition has worked to resist and dismantle government-sanctioned surveillance efforts, utilizing persistent and extensive public records requests, public education efforts, lawsuits, and support for targets of surveillance to boost their cause and achieve success. One major victory came in December 2019, when the Coalition was able to reveal that the Los Angeles Police Department (LAPD) was engaging in racially biased surveillance and predictive policing through the Los Angeles Strategic Extraction and Restoration (LASER) program and the Chronic Offender program—programs that also lacked official oversight. The efforts to expose and end these programs came through the Coalition, whose co-director noted the absence of the Los Angeles Police Commission, which is a civilian oversight body meant to monitor such police activity.

In addition to physically showing up to City Council proceedings to advocate for the community, the Coalition has an extensive repository of resources on law enforcement surveillance, including reports on body cameras, drone surveillance, data fusion centers, and law enforcement surveillance during the current COVID-19 pandemic. The Coalition has also created a series of video webinars on the ways law enforcement surveillance targets different marginalized communities (e.g., youth, LGBTQIA individuals, and so on) to highlight the work and voices of leaders within this advocacy movement.
As pressure to defund the police grows louder, and as local, state, and federal governments make the unfortunate return to austerity budget measures in the face of the ongoing COVID-19 recession, those in power will adapt and continue to find ways to criminalize communities as a way to bolster private profits. It’s clear that this is not in response to community demands but instead is a choice to maintain corporate greed.

As long as community safety is defined as the presence of law enforcement instead of as a system to ensure strategic and targeted community investments, surveillance technology will continue to be prevalent. After defining the issue, naming who is profiting, and providing examples of where the push back is working, here we lay out the following five key recommendations:

1. Defund the police and invest in community safety

Reforms that only moderately regulate police surveillance are not sufficient to make a meaningful impact. In order to see a shift in the abuses of power that take place within the system of policing, there must be a significant shift in the way that money is spent within the system. Increased police presence, whether physical or via surveillance technology, does not address the root cause of violence. Directly investing in communities, after years of divestment, is true public safety.

We stand with public calls to defund the police and create democratically determined investments into community safety. We stand with the public calls to defund the police and, with those reclaimed public dollars, create democratically determined investments into community safety.

2. End police surveillance data collection and sharing practices

In addition to defunding the police, we must defund public and private forms of surveillance. Surveillance technology, such as biometric identification, facial recognition, video surveillance, automated license plate readers, and any other form of surveillance technology used to gather information by police, must end. When used by police, such technologies have been shown to criminalize people, especially Black, Indigenous and other people of color, and do little to meaningfully reduce harm or ensure public safety. This comes at the expense of genuine investments in community safety. Ending data collection and sharing practices by police will move us toward the end of unfair criminalization of people of color.

3. End all federal funding for police surveillance technology

As surveillance technology becomes more prevalent within police departments, there is an increase of federal money going to municipalities. Federal grants, along with asset forfeitures, are the primary ways police departments fund their surveillance technology programs. Community Oriented Police Services (COPS), Justice Assistance Grants from the Department of Justice and Urban Area Security Initiative, and Operation Stone Garden from the Department of Homeland Security are all federal grants that incentivize surveillance technology use at the local level and should be ended immediately. We can blunt the dangerous rise and reach of surveillance technology if we cut off all federal funding streams.
4. End all private funding of police departments

Police are the muscle of racial capitalism and have shown throughout history that they exist to protect property and systems of white supremacy—not people. Private funding provided by corporations and the rich worsen an already violent institution.

Private benefactors, private foundations, police foundations (funded by corporations) and contracts, and revenue and information sharing agreements between surveillance technology companies and police departments should be banned. Such practices increase the size of the surveillance state and lead to less public accountability while ensuring the wealthy control the public agenda around policing and safety.

Demands of accountability from public officials to police and surveillance companies can also occur through suspending and cancelling all police surveillance contracts; investigating tech companies to determine if abuse, brutality or violations of rights occurred due to surveillance tech usage; and investigating and auditing all police surveillance technology contracts for financial wrongdoing and negligence.

The rise and reach of technology in the 21st century have exacerbated policing and the harm and trauma borne from it. In a moment when progressives and leftists are demanding police accountability and that public funds be directed away from this system and toward public safety—and the public good—police departments, and the corporations and institutions that finance them, are doubling down on extraction, exploitation, and violence.

No matter how it’s framed, surveillance technology is a threat to the safety and security of all people, but especially to communities of color. All forms of capitalism must go, especially the surveillance capitalism that feeds racial capitalism.

Policing has cost us too much, in lives lost, and in the quality of our lives. And so, we are no longer asking for reform. Until Black and Brown people are safe from state violence and structural racism, we will not stop demanding systems change that can deliver liberation and justice.

5. Incentivize Public Accountability and Control of Public Safety

We need independent publicly and democratically controlled bodies to audit, monitor, and report law enforcement surveillance technology usage to the public. One way to have transparent access to police surveillance technology information that hacks the cumbersome FOIA process is to require full reporting of police and incarceration surveillance tools through a publicly controlled body not housed in a police department or police-adjacent agency. Such a body, which would be independent and democratically controlled, could also investigate and report abuse, brutality, and violation of people’s rights due surveillance technology.


20. "Neoliberalism is an economic and political ideology asserting that there is a “market” for everything. It calls for channeling public services into private hands and disguising this privatization as an innovative solution to some of society’s biggest issues."


54. Haskins, Caroline. “Scars, Tat...

Ibid.

Ibid.

Ibid.


Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.

Ibid.


131. Ibid.

132. Ibid.


135. Ibid.

136. Ibid.

137. Ibid.

138. Ibid.

139. Ibid.

140. Ibid.

141. Ibid.


148. “Ring’s ‘Active Agency Map’ can be accessed at https://www.google.com/maps/d/u/0/viewer?mid=1eYvDPhs1XsPc4D79b0BwOwmF58a4cB&ll=36.19459170250786%2C-103.96982876449249&z=4, more information is available on the Ring website at https://support.ring.com/hc/en-us/articles/36003542881-Active-Agency-Map.”
21st Century Policing: The RISE and REACH of Surveillance Technology


150. “Motorola to Officially Split into Two Firms on Tuesday.” CNBC. 03 Jan 2011. https://www.cnbc.com/id/40897532


174. Ibid.


178. “Best practices on how to secure federal or state funding for ShotSpotter” ShotSpotter. n.d. https://www.shotspotter.com/webinar/best-practices-on-how-to-secure-federal-or-state-funding-for-shotspotter/


183. https://techinquiry.org/lobbying/vendors/shotspotter%2C%20Inc./?useModifiedDate=true


192. Ibid.

193. Ibid.

194. Ibid.

195. #BosCops Toolkit – Boston Residents Organizing to Challenge the Power of the Police”. Muslim Justice League. 2018. https://docs.google.com/document/d/e/2PACX-xQkRldRj6JZG7CBzhZFPwUvA4QWk24EisZ7a5GSSLwXkIDn6Xsbj6Rk8yzzlOMQjPOYE67kVqOHO/pub


198. “Best practices on how to secure federal or state funding for ShotSpotter” ShotSpotter. n.d. https://www.shotspotter.com/webinar/best-practices-on-how-to-secure-federal-or-state-funding-for-shotspotter/

21st Century Policing: The RISE and REACH of Surveillance Technology

232. Ibid.
236. Ibid.
237. Ibid.
241. Ibid.
252. Ibid.
253. Ibid.
262. Ibid.
263. Ibid.
21st Century Policing:
The RISE and REACH of Surveillance Technology

Find this report and more at:
www.ACRECampaigns.org/Research